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Abstract 

In image-based visual servo control, where control is 
effected with respect to the image, there is no direct 
control over the Cartesian velocities of the robot end 
effector. As a result, the robot executes trajectories 
that are desirable in the image, but which can be indi- 
rect and seemingly contorted in Cartesian space. In this 
paper we describe the cause of these phenomena, and 
introduce a new partitioned approach to visual servo 
control that overcomes the problem. In particular, we 
decouple the z-axis rotational and translational compo- 
nents of the control from the remaining degrees of free- 
dom. Then, to guarantee that all features remain in the 
image throughout the entire trajectory, we incorporate 
a potential function that repels feature points from the 
boundary of the image plane. We illustrate our new 
control scheme with a variety of simulation results. 

1 Introduction 

In visual servo systems, information obtained from the 
vision system is used to control the motion of the robot 
in real-time, as opposed to older systems that used vi- 
sion only to determine the initial state of the world, 
prior to task execution. 

There are two basic approaches to visual servo control: 
Image-Based Visual Servo (IBVS), and, Position-Based 
Visual Servo (PBVS). In IBVS, which will be briefly re- 
viewed in Section 2, an error signal is measured in the 
image, and is mapped directly to actuator commands 
(see, e.g., [16, 71). There are however problems associ- 
ated with IBVS systems since the control law involves a 
Jacobian mapping between image space velocities and 
velocities .in the robot’s workspace. These include sin- 
gularities or poor conditioning in this Jacobian, and the 
lack of direct control over the Cartesian velocities of the 
robot end effector. Thus, trajectories that the robot 
executes can appear quite contorted in the Cartesian 
space. 

These performance problems with IBVS systems have 
led to the recent introduction of several hybrid methods 
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[12, 13, 41. we present a new partitioned visual servo 
control scheme that overcomes a number of the perfor- 
mance problems faced by classical IBVS but with less 
computation than the proposed hybrid method. The 
basic idea is to decouple the z-axis motions (includ- 
ing both the translational component and rotational 
component) from the other degrees of freedom, and to 
derive separate controllers for these z-axis motions. 

2 Traditional IBVS 

In this section we present a very brief review of 
Image-Based Visual Servo control. Let T = (2, y, z ) ~  
represent coordinates of the end-effector, and i = 
(Tz, T,, T,, we, wy, u , ) ~  represent the corresponding 
end-effector velocity, composed of a linear velocity v = 
(Tz,T,,Tz)T and angular velocity w = ( w ~ , w ~ , w ~ ) ~ .  
Let f = ( u , ~ ) ~  be the image-plane coordinates of a 
point in the image and f = the corresponding 
velocities. The image Jacobian relationship is given by 

r x . -uv x 2 + u 2  1 - 
z Z x x - 0 -  

x -U - x 2 - v 2  uv n - -  - 
J =  1 

PI. I -  z z x x 
in which A is the focal length for the camera. Deriva- 
tions of this can be found in a number of references 
including [lo, 1, 81. 

The simplest approach to IBVS is to merely use (1) to 
construct the control law 

in which f is the desired feature motion on the image 
plane, I? is a gain matrix, and U = i is the control in- 
put, an end-effector velocity. Of course this approach 
assumes that the image Jacobian is square and non- 
singular, and when this is not the case, a generalized 
inverse, J+, is used. 
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3 Performance Issues 

The two most prominent performance issues that con- 
front IBVS systems, are the suboptimal camera motions 
during task execution and problems associated with es- 
timating the distance to the target. 

3.1 Suboptimal Cartesian Motions 
A commonly mentioned criticism of IBVS is that the 
Cartesian paths often involve large camera motions, 
which are undesirable. Often the camera moves away 
from the target in a normal direction and then returns, 
a phenomenon we refer to as camera retreat. Such mo- 
tion is not time optimal, requires large and possibly 
unachievable robot motion, and is a seemingly non- 
intuitive solution to the required image plane motion. 
Figure 1 illustrates the problem. In Figure l(a), the 
feature points are seen to be driven on straight line tra- 
jectories to their goal positions, producing a large, and 
seeminly unnecessary, motion in the z-direction, seen 
in Figure l(c). 

In [2], Chaumette introduced an extreme version of this 
problem, which we refer to as the Chaumette Conun- 
drum, illustrated in Figure 2. Here, the desired camera 
pose corresponds to a pure rotation about the optic axis 
by r rad ,  i.e., the image feature point with initial co- 
ordinates (U, w) has the desired coordinates ( -U,  -w). 
Since control laws of the form given in (3) drive the 
feature points in straight lines even for the case of pure 
target rotation, in this case the feature points are driven 
toward the origin, which corresponds to a singularity in 
the image Jacobian. The singularity arises because the 
feature points will reach the origin when the camera 
retreats to a distance of infinity, and no motion can be 
observed. We note that, as mentioned in [2], this prob- 
lem cannot be detected by simply examining the image 
Jacboian, since the image Jacobian is well conditioned 
(at least initially). We use the term IBVS failure to 
refer to cases for which the system fails to achieve its 
goal. 

At first it might seem that some rotational motion of 
the camera about its optic axis should be induced for 
the Chaumette Conundrum; however, this is not the 
case. The wz component of (3) is given by 

in which ( 5 + ) 6  denotes the bottom row of the general- 
ized inverse. In this particular case, even though f # 0, 
the inner product is zero, i.e., the various contributions 
to rotational velocity cancel one another. 

This camera retreat phenomenon can be explained in 
simple geometric terms, leading to a model that pre- 
dicts the magnitude of the camera retreat motion. For 
the example of Figure 1, a pure rotational motion of 
the camera would cause the points to follow an arc from 

Figure 1: IBVS for pure target rotation (0.3rad). (a) 
Image-plane feature motion (initial location is 
0, desired location is e), (b) Feature error tra- 
jectory, (c) Cartesian translation trajectory. 
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Figure 2: Performance of classical IBVS with the 
Chaumette example. (a) Image-plane feature 
motion (initial location is 0, desired location is 
e), (b) Feature error trajectory, (c) Cartesian 
translation trajectory. 
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Figure 3: Camera retreat model. 

point A to point B,  as shown in Figure 3. In order for 
the points to follow a straight line, as specified by (3), 
the scale must be changed so as to move the point from 
B to C. The required change in scale is given simply 
by the ratio of the distances OC and OB. The scale 
reduction attains its maximum value at 0 = a / 2  for 
which 

a 
= cos -. 

2 ( 5 )  

In the IBVS the reduction in scale is achieved by mov- 
ing the camera away from the target. The reduction 
in the apparent length of the line segment is inversely 
proportional to the distance that the camera retreats, 
and therefore, 

There are a variety of possible solutions to this camera 
retreat problem. The requirement that points move 
in a straight line to their goal positions could be re- 
laxed, giving rise to an image feature trajectory plan- 
ning problem. The target depth, z,  could be underes- 
timated, causing the points to move in an arc instead 
of a straight line, reducing the magnitude of camera re- 
treat (this is mentioned in [2]), but this will still fail for 
the Chaumette Conundrum, in which no camera rota- 
tion occurs. Finally, hybrid approaches that combine 
aspects of IBVS and PBVS systems can be developed 
as discussed in Sections 4 and and 5. 

3.2 How do we Estimate Depth? 
As can be seen in equation (2), the image Jacobian 
is a function of the unknown depth, z. A number 
of researchers have proposed methods for dealing with 
this problem. The classical solution is to use standard 
computer vision techniques to estimate the value for z 
[7]; however, this approach amounts to performing a 
3D reconstruction of the scene, and brings with it the 
same drawbacks faced by position-based visual servo 
schemes. A second approach is to estimate the value 
of z online, as demonstrated by Papanikolopoulos et 
al. [14] using adaptive control techniques. Finally, one 
can merely assume a constant value for the depth[5], an 
approach that is reasonable if the motion of the object 
remains approximately in a plane parallel to the image 
plane. 

Figure 4 illustrates the effect of using a constant value 
2 for the target depth. When the target depth is over- 
estimated the trajectories bend inward, and when the 
target depth is underestimated the trajectories bend 
outward. 

(6) OB d 
in which d is the current distance to the target, and 
dtarg is the desired target distance, and assuming the 
camera is moving normal to the target. The maximum 
reduction is thus given by 

In our simulations we have inferred the necessary depth 
information from image features. However, any of the 
above approaches could be substituted. 

oc - dtarg --- 

4 Hybrid Approaches 

For the Chaumette Conundrum, in which a = ?r, the 
model accurately predicts infinite camera retreat. 

At first it might seem that the introduction of line seg- 
ment features would solve the problem, since the orien- 
tation of such a segment is unambiguous. Chaumette 
notes that such an approach is not guaranteed to solve 
the performance problems [2], and our own simulation 
results support this conclusion. For the Chkumette Co- 
nundrum the addition of this feature does command 
some camera rotation, but the camera retreat is still 
very significant. 

A number of authors [12, 13,4] have recently addressed 
the problems above by proposing hybrid control ar- 
chitectures. These methods rely on recent results in 
computing the epipolar geometry that relates a pair of 
images. In particular, the camera configurations that 
correspond to the initial and desired images are related 
by a homography matrix, which can be decomposed 
into the translational and rotational components of the 
motion between the two camera configurations. This 
homography matrix can be computed from a set of cor- 
responding points in the initial and desired images. 

The homography must then be decomposed to extract 
the rotational component and the problem of non- 
unique solutions must be dealt with. This method 
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Figure 4: Performance of classical IBVS for pure rota- 
tion of 0.3rad about Z-axis with different z es- 
timates. 

is computationally complex, though tractable in real- 
time, and requires coplanar feature points. We now 
describe our new approach, which does not exploit the 
epipolax geometry of the desired and initial images, and 
does not use any explicit 3D information. 

5 A New Partitioned IBVS Scheme 

Our approach is based on the observation that while 
IBVS works well for small motions, problems arise with 
large motions and particularly those involving rotation 
about the 2 axis. Our proposed partitioned scheme 
singles out just Z-axis translation and rotation for spe- 
cial treatment, unlike the hybrid approaches mentioned 
above which treat all three rotational degrees of free- 
dom specially. 

We partition the classical IBVS of (1) so that 

f = J,,i,, + J,i, (8) 

where i,, = [Tz Ty U, U,], i, = [T, U,], and J,, and 
J ,  are respectively columns (1, 2, 4, 5) and (3, 6 )  of 
J .  Since i, will be computed separately we can write 

iZy = JZ, { f - J,+,} 

where f is the feature point coordinate error as in the 
traditional IBVS scheme. 

(9) 
(8) as 

The Z-axis velocity, i,, is based directly on two new 
image features that are simple and computationally in- 
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Figure 5: Image features for new partitioned IBVS con- 
trol. 

expensive to compute. The first image feature, 0 5 
Oi j  < 27r, is the angle between the U-axis of the im- 
age plane and the directed line segment joining feature 
points i and j, see Figure 5. For numerical condition- 
ing it is advantageous to select the longest line segment. 
The rotational rate is simply 

U, = 3;, (elj - o i j )  
in which T ~ ,  is a scalar gain coefficient. This form 
allows explicit control over the direction of rotation, 
which may be important to avoid mechanical motion 
limits. 

The second new image feature that we use is a function 
of the area of the regular polygon whose vertices are 
the image feature points, see Figure 5.  The advantages 
of this measure are that (1) it is a scalar; (2) it is ro- 
tation invariant thus decoupling camera rotation from 
Z-axis translation; (3) it can be cheaply computed. The 
feature that we choose to use is the square root of area 

c7 = dmoo 
which has the dimension of length. The camera z-axis 
translation rate is thus given by 

An example that involves complex translational and ro- 
tational motion is shown in Figure 6 .  The new fea- 
tures decrease monotonically, but the error in f does 
not decrease monotonically and the points follow com- 
plex curves on the image plane. Figure 7 compares 
the Cartesian camera motion for the two IBVS meth- 
ods. The proposed partitioned method has eliminated 
the camera retreat and also exhibits better behavior for 
the X- and Y-axis motion. However the consequence is 
much more complex image plane feature motion that 
admits the possibility of the points leaving the field of 
view. 
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Figure 6:. Proposed partitiqned IBVS for general tar- 
get motion. (a) Image-plane feature motion 
(dashed line shows straight line motion for clas- 
sical IBVS), (b) Feature error trajectory. 

IBVS Proposed partitioned IBVS 

Figure 7: Comparison of Cartesian camera motion for 
classic and new partitioned IBVS for general 
target motion. 

6 Keeping Features in the Image Plane 

In order to keep all feature points inside the viewable 
portion of the image plane at all times, we borrow colli- 
sion avoidance techniques from the robot motion plan- 
ning community. In particular, we establish a repulsive 
potential at the boundary of the viewable portion of 
the image, and incorporate the gradient of this poten- 
tial into the control law. We use the simple potential 
given by 

0 : P(U,v) > P o  
(11) 

in which p(u,v) is the shortest distance to the edge of 
the image plane from the image point with coordinates 
(U, w). The value po specifies the zone of the image in 
which Urep affects the control; if the feature point is 
not with distance PO of the boundary, then the corre- 
sponding motion is not affected by Urep. The value of 
9 is a scalar gain coefficient. 

For an N ,  x N, image, the value of p is easily computed 
as 

P(U,V) = min{u,w, N,  - U ,  N, -v}. (12) 

If n is the unit vector directed from the nearest bound- 
ary to image feature point with coordinates (U, v), then 
VU,.,, = Fn, with F given by 

: P(.,V> 5 Po 

: P(.,V) > Po 
F(u,v) = 

(13) 

Since a pure translation in the negative z-direction will 
cause feature points to move toward the center of the 
image, the value of F is mapped directly to the T, com- 
ponent of the velocity command by combining it with 
the control given in (10). Because of chatter effects 
(where the feature points oscillate in and out of the 
potential field), we smooth and clip the resulting T,, 
yielding the discrete-time controller 

TL(k) 
T, 

= pTi(k  - 1) + (1 - P)((T* - (T - F )  (14) 
= min { m a  {T; ( I C ) ,  T,,i, 1 , T,,,, 1 - (15) 

In simulation we found it advantageous to use asymmet- 
ric velocity clipping where JT,,,= I < lT,,in 1, that is, the 
camera can retreat faster than it can approach the tar- 
get. This reduces the magnitude of the "bounces" off 
the boundaries of the image plane when points first en- 
ter the potential field. In practice this smoothing and 
clipping may not need to be explicitly implemented, 
since the real robot will have finite bandwidth and ve- 
locity capability. 

The use of a potential field raises the issue of local min- 
ima in the field, but in our case, these issues do not 
arise. The potential field is used merely to force a cam- 
era retreat, and since it will be possible for the system 
to achieve the goal when this retreat is effected (in this 
case we merely approach the performance of the classi- 
cal IBVS system). Of course this assumes that no goal 
feature point locations lie within the influence of the 
potential field. Should this not be the case, then PO 
must be adjusted accordingly. 

Results of the new partitioned IBVS with collision 
avoidance are shown in Figure 8. The target is larger 
than before, so that as the camera rotates the feature 
points move into the potential field. 

7 Conclusion 

We have investigated some problems with classical 
image-based visual servoing and proposed a new parti- 
tioned visual servoing scheme that inexpensively over- 
comes these limitations. We have also provided simple 
geometric insight into the root cause of the undesirable 
camera retreat phenomenon, and the pathological case 
we have termed IBVS failure. 
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Figure 8: Proposed partitioned IBVS with collision avoid- 
ance for pure target rotation (xrad), 9 = 
5 x lo6 and p = 0.8. (a) Image-plane feature 
motion (initial location is 0, desired location is 
e), (b) Feature error trajectory, (c) Cartesian 
translation trajectory. 

Other hybrid IBVS schemes have been recently pro- 
posed and are based on decoupling camera translational 
and rotational degrees of freedom. We have proposed 
a different decoupling and servo Z-axis rotation and 
translation using decoupled controllers based on two 
easily computed image features. . 

All hybrid schemes admit the possibility of points leav= 
ing the image plane, as does the approach that we de- 
scribed in Section 5. In this paper we consider this as a 
collision avoidance problem and employ potential field 
techniques to repel the feature points from the image 
plane boundary. 
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