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lenses,”IEEE Trans. Robot. Automatvol. RA-3, pp. 323-344, Aug.
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Cahbitlon method Lincar Nonlinear | Proposed [12] J. Weng, P. Cohen, and M. Herniou, “Camera calibration with distortion
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B (um) 53.1198 11.6246 10.9733 A New Partitioned Approach to Image-Based Visual Servo

Control

The measurements repeat 10 times, and the averages of the error Peter |. Corke and Seth A. Hutchinson

measures are listed in Table Ill. As can be seen in Table IlI, the ori-

entation errorsl of the plar?ar featu.res are all ver.y small. The averagepsiract—in image-based visual servo control, where control is effected
absolute pOS'Flon error using the linear m_ethod IS 82‘_62 and the yith respect to the image, there is no direct control over the Cartesian ve-
average location error of planar features is 53:52 Using the pro- locities of the robot end effector. As a result, the robot executes trajectories
posed method, the average absolute position error is reduced to 28h@yare desirable in the image, but which can be indirect and seemingly

um, and the location error is less than 1418, which are comparable contorted in Cartesian space. In this paper, we introduce a new partitioned
! ’ approach to visual servo control that overcomes this problem. In particular,

to those obtained using the nonlinear method. we decouple thez-axis rotational and translational components of the con-
trol from the remaining degrees of freedom. Then, to guarantee that all
VI. CONCLUSION features remain in the image throughout the entire trajectory, we incorpo-

rate a potential function that repels feature points from the boundary of the
An automatic camera calibration scheme that utilizes a CMM andmage plane. We illustrate our new control scheme with a variety of results.
novel camera calibration algorithm is presented for a multiple-sensojygex Terms—mage-based visual servo, potential field, visual servo.
integrated coordinate measurement system. Distinct from other mul-
tiple-stage methods, the proposed camera calibration method requires
neither particular initial guess procedure nor nonlinear minimization . INTRODUCTION

process. Synthetic and experimental tests have demonstrated that ag; image-based visual servo (IBVS) control, an error signal is mea-
curate camera calibration and precise coordinate measurements cag) b&y in the image and mapped directly to actuator commands (see, e.g.,
obtained using the proposed calibration scheme. With high-precisi anq [2]). This in contrast to positition-based visual servo (PBVS)
calibration targets generated automatically using CMM and the piQjstems in which extracted features are used to compute a (partial) 3-D
posed camera calibration algorithm, a fully automated and accurgle onstryction of the environment or of the motion of a target object in
camera calibration process can be performed for a multiple-sensorifs enyironment [3]. An error is then computed in the task space and it
tegrated system. is this error that is used by the control system.
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Fig. 1. IBVS for pure target rotation (0.3 rad). (a) Image-plane feature motion (initial locatiodésired location is). (b) Feature error trajectory. (c) Cartesian
translation trajectory.

over the Cartesian velocities of the robot end effector. Thus, trajectorfesm the other degrees of freedom and to derive separate controllers for
that the robot executes, while producing image trajectories that dinesez-axis motions. Our new approach is computationally inexpen-
visually appealing, can appear quite contorted in the Cartesian spaceive and improves performance, particularly for tasks that require large
Section Ill, we discuss a recent example due to Chaumette [4] in whighaxis rotation (including the example of Chaumette [4]). We then in-
IBVS moves the camera along an extremely suboptimal Cartese@rporate techniques borrowed from the robot motion planning litera-
trajectory, while driving it toward a singularity in the image Jacobianture to guarantee that all features remain within the field of view.

These performance problems with IBVS systems have led to the reThroughout the paper, we illustrate various concepts and methods

cent introduction of several hybrid methods [5]-[7]. Hybrid methodith simulation results. We note here that in all simulations, the image

use IBVS to control certain degrees of freedom while using other tedfatures are the coordinates of the vertices of a unit square (1 m side
eX'Y plane intersecting th& axis atz- = 8 m. The camera

niques to control the remaining degrees of freedom. In Section IV, W&h9th) inth

describe a number of these hybrid approaches and how they addhsés$ @ Cef‘"a' projection model, With. fo_cal Ien_gth_: 8 mm, square
specific performance issues pixels of side length 1@m, and the principal point is (256, 256).

In Sections V and VI, we present a new partitioned visual servo con-
trol scheme that overcomes a number of the performance problemsfaced
by previous systems. The basic idea is to decouple theis motions In this section, we present a very brief review of image-based visual
(including both the translational component and rotational componegs8rvo control. Let = (x, v, z)” represent coordinates of the end-ef-

Il. TRADITIONAL IBVS
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Fig. 2. Performance of classical IBVS with the Chaumette example. (a) Image-plane feature motion (initial locatitasiced location is). (b) Feature error
trajectory. (c) Cartesian translation trajectory.

fector andt = (T, Ty, T-, w., wy,w-)" represent the correspondingpoints in the image (e.g., [2], [9], [10]), but many other image features
end-effector velocity, composed of a linear velosity= (1, 7,,7.)T  have been used in visual servo schemes.
and angular velocityy = (w,,w,,w:)". Let f :‘(u,w)T be the The simplest approach to IBVS is to merely use (1) to construct the
image-plane coordinates of a point in the image #nd (4,7)” the control law
corresponding velocities. The image Jacobian relationship is given by
. u=TJ}(f,r)f 3)
f=Jd0f )i 1)

in which f is the desired feature motion on the image pldnés a

with gain matrix, andu = 7 is the control input. If the image Jacobian
20 = = @ —v is not square a generalized inverdd,, is used. Since (3) essentially
J = (2) Trepresentsa gradient descent on the feature error, when this control law
0o 2 = # ue u is used, feature points move in straight lines to their goal positions. This

can be seen in Fig. 1(a).
in which X is the focal length for the camera. Derivations of this can More sophisticated control schemes can be found in a variety of
be found in [8]. The image Jacobian was first introduced by Weiiss sources, including [11] where state space design techniques are used
al. [1]. The most common image Jacobian is based on the motionafd [9] where the task function approach is used.
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I1l. IBVS SuBOPTIMAL CARTESIAN MOTIONS

A commonly mentioned criticism of IBVS is that the Cartesian paths
often involve large camera motions, which are undesirable. Often the
camera moves away from the target in a normal direction and then re-
turns, a phenomenon we refer to@snera retreatSuch motion is not
time optimal, requires large and possibly unachievable robot motion,
and is a seemingly nonintuitive solution to the required image plane
motion. Fig. 1 illustrates the problem. In Fig. 1(a), the feature points
are seen to be driven on straight line trajectories to their goal positions,
producing a large and unnecessary motion in:tdirection, seen in A
Fig. 1(c).
In [4], Chaumette introduced an extreme version of this problerfig. 3. Camera retreat model.
which we refer to as the Chaumette Conundrum, illustrated in Fig. 2.

Here, the desired camera pose corresponds to a pure rotation about tlﬁ%r the Chaumette Conundrum. in which= . the model accu-

optic axis byr rad, i.e., the image feature point with initial coordinates,oy predicts infinite camera retreat. The maximum camera retreat

(u,v) has the desired coordinatesi(, —v). Control laws such as (3) yatiq observed in visual servo simulations and the simple model of (7)
drive the feature points in straight lines and in this case they are drlvg'rg3 compared in Fig. 4 and show close agreement

toward the origin, which corresponds to a singularity in the image Ja-tpere are a variety of possible solutions to this camera retreat
cobian. The singularity arises because the feature points will reach H?Sblem The requirement that points move in a straight line to
origin WTJen t::e can;err; retr_eatﬁ to ﬁ distance of |nf|3|ty and nobmf?feir goal positions could be relaxed, giving rise to an image feature
tion can be observed. Thus, in the Chaumette Conundrum, we obSgpyG. 4y planning problem. The target depth,could be underes-

tW_O performance_problems a_ctlng ;ynerg|st|call_y: 1,) the contrqller ffinated, causing the points to move in an arc instead of a straight
erve_n toward a singular conflguratlon and 2) this smgular conflgurrﬁhe, reducing the magnitude of camera retreat [4], but this will
tion is approached asymptotically and thus the system will Servo fQlg tail for the Chaumette Conundrum. The introduction of line
ever without reaching the goal. We note that, as mentioned in [4], trgégment features helps somewhat but Chaumette notes that such an

p_roblem c_annot be det_ect(_ad by S|mply_exam|n|ng the.'m?ge ‘]aCbO'QBproach is not guaranteed to solve the performance problems [4]
since the image Jacobian is well conditioned (at least initially). We U3Rd our own simulation results support this conclusion. Finally, the

theh.term_ItBVS fi':ulureto refer to cases for which the system fails t0,_5iq trangiational and rotational motions could be decoupled from
achieve its goal.

=i . ) the control law of (3) and separate controllers could be designed to
. At f|rst It mlght Seem that some rotational motion of the camera aboé'ﬁforce appropriate rotational and retreat motions. This latter approach
its optlc_ axis should be induced for the Chaume_tte _Conundrum; ho\’é’ads to hybrid approaches that combine aspects of IBVS and PBVS
ever, this is not the case. The component of (3) is given by systems. In Section 1V, we describe several such approaches that have
been recently introduced. Then, in Section V, we introduce our new

o
w, = 4 .
== (I")ef “) partitioned method.
in which (J1)s denotes the bottom row of the generalized inverse. In
this particular case, even though# 0, the inner product is zero, i.e., IV. SOME RECENT HYBRID APPROACHES

the various contributions to rotational velocity cancel one another. A number of authors [5]-[7] have recently addressed the problems
This camera retreat phenomenon can be explained in simple 98856 1y proposing hybrid control architectures. In each of these ap-

metric terms, leading to a model that predicts the magnitude of thg,, hes (1) is decomposed into translational and rotational compo-
camera retreat motion. For the example of Fig. 1, a pure rotational Msnts

tion of the camera would cause the points to follow an arc from pbint

to pointB, as shown in Fig. 3. In order for the points to follow a straight f= T (v, )V + T (u, v)w 8)

line, as specified by (3), the scale must be changed so as to move the

point from B to C'. The required change in scale is given simply byyhere.J, (u, v, =) contains the first three columns of the image Jaco-
the ratio of the distanceS8C' andO B. The scale reduction attains itspjan and is a function of both the image coordinates of the point and its

maximum value at = «/2 for which depth and/..(u, v) contains the last three columns of the image Jaco-
, bian and is a function of only the image coordinates of the point (i.e.,
ocC e .
0B = cos . (5) it does not depend on depth).
max Alternate techniques are used to compute the rotational [5], [6] or

In IBVS, the reduction in scale is achieved by moving the camefganslational [7] velocity demand. Feature point coordinate effas
away from the target. The reduction in the apparent length of the liffethe traditional IBVS scheme and (8) is then used to determine the
segment is inversely proportional to the distance that the camera i@Maining component of the velocity. Yetanother approachiis to partion

treats, and therefore the axes according to dynamic performance [12].
The hybrid methods [5]-[7] all use the epipolar geometry to deter-
OC _ diarg (6) mine certain components of the camera motion while using an IBVS
OB d approach to determine the remaining component of the velocity. These

methods rely on the online computation of the epipolar geometry of
r%%q.camera [13], which amounts to computing a homography between

0 images. This homography is encapsulated in the fundamental
matrix (for uncalibrated cameras) or essential matrix (for cameras
with intrinsic parameters calibrated). The homography must then be
decomposed to extract the rotational component and the problem of

in which d is the current distance to the target ahgl; is the desired
target distance and assuming the camera is moving normal to the ta
The maximum reduction is thus given by

dtarg
dmax = o " (7)
COos &




IEEE TRANSACTIONS ON ROBOTICS AND AUTOMATION, VOL. 17, NO. 4, AUGUST 2001 511

1.15 T T T T T T T T
: : : : : -©- simulation | -
—— model
1.1
2
@
k]
o
®
ol
@
£
(]
Q
1.05- -
1@ ) ) | ! ) | A I
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0 (rad)

Fig. 4. Comparison of camera retreat ratios observed in simulation and from [7].

nonunique solutions must be dealt with. This method is computa-
tionally complex, though tractable in real-time and requires coplanar
feature points. We now describe our new approach, which does not
exploit the epipolar geometry of the desired and initial images and
does not use any explicit 3-D information.

V. A NEW PARTITIONED IBVS SCHEME

Our approach [14] is based on the observation that, while IBVS
works well for small motions, problems arise with large motions and
particularly those involving rotation about theaxis. Our proposed
partitioned scheme singles out justaxis translation and rotation for
special treatment, unlike the hybrid approaches mentioned above which u
treat all three rotational degrees of freedom specially. The motivation
for the new partitioning is that camera retreat i€ @axis translation
phenomenon and IBVS failure isZ-axis rotation phenomenon.

We partition the classical IBVS of (1) so that

Fig. 5. Image features for new partitioned IBVS control.

motion as the feature point configuration changes. The rotational rate

f: = Jg;y'f'r,y + J.rs (9) is Slmp|y
wherei,, = [Tx Ty w. w,), 7. = [T. w.] andJ,, andJ. are, :
respectively, columns {1, 2, 4, 5} and {3, 6} of. Sinces. will be T el = 0)

computed separately, we can write (9) as
in which ., is a scalar gain coefficient. This form allows explicit con-

oy = ij {f — J:r‘z} (10) trol over the direction of rotation, which may be important to avoid me-
chanical motion limits.

wheref is the feature point coordinate error as in the traditional IBVS The second new image feature that we use is a function of the area
scheme. of the regular polygon whose vertices are the image feature points (see

The Z-axis velocity, . , is based directly on two new image feature§ig. 5). The advantages of this measure are that: 1) it is a scalar; 2)
that are simple and computationally inexpensive to compute. The fifsis rotation invariant thus decoupling camera rotation fré@raxis
image feature() < 6;; < 2m, is the angle between the axis of translation; and 3) it can be cheaply computed (e.g., using the method
the image plane and the directed line segment joining feature poiAfdVilf and Cunningham [15]). The feature that we choose to use is the
i andj. This is illustrated in Fig. 5. For numerical conditioning, it issquare root of area
advantageous to select the longest line segment that can be constructed
from the feature points and allowing that this may change during the o = +/area
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Fig. 6. Proposed partitioned IBVS for pure target rotationdd). (a) Image-plane feature motion (initial and desired location are ovedlafd) Feature error
trajectory. (c) Cartesian translation trajectory.

which has the dimension of length, giving this feature the units of pixeltat the error inf does not decrease monotonically and the points follow
and thus a similar magnitude control gain as for the featireBhe complex curves on the image plane.
cameraz-axis translation rate is thus given by Fig. 8 compares the Cartesian camera motion for the two IBVS
T. = vr (0" — o). (11) methods. The propo_s_ed partitioned n_1ethod has elimina}ted th.e camera
e ’ retreat and also exhibits better behavior for #heand} -axis motion.
where~.,, is a scalar gain coefficient. However the consequence is much more complex image plane feature
Fig. 6 shows the performance of the proposed partitioned controltaotion that admits the possibility of the points leaving the field of
for the Chaumette Conundrum. The important features are that thew, a topic which will be discussed in Section VI.
camera does not retreat sineé = . The rotationd monotonically The features discussed above feaxis translation and rotation con-
decreases and the feature points move in a circle. The point featuretecol are simple and inexpensive to compute, but work best when the
ordinate error is initially increasing, unlike the classical IBVS case itarget normal is withint40° of the camera’s optical axis. When the
which feature error is monotonically decreasing. For pure rotation, tterget plane is not orthogonal to the optical axis its area will appear
point feature error must increase before it can decrease. Note also thiatinished, due to perspective, which causes the camera to initially
the Cartesian translational motion [see Fig. 6(c)] is essentially zeroapproach the target. Perspective will also change the perceived angle
An example that involves more complex translational and rotational a line segment which can cause small, but unneccessaris ro-
motion is shown in Fig. 7. The new features decrease monotonicatigtional motion. Other image features can however be used within this
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- 300 400 500 800 in which p(u, v) is the shortest distance to the edge of the image plane
ime (s) from the image point with coordinates,(v). The valuep, specifies
(b) the zone of the image in whidH..,, affects the contral; if the feature

Fig. 7. Proposed partitioned IBVS for general target motion. (a) Image-plaR@int is not within distance, of the boundary, then the corresponding
feature motion (dashed line shows straight line motion for classical IBVS) andotion is not affected b¥/;.,. The value ofy is a scalar gain coeffi-
(b) Feature error trajectory. cient.

For anN,. x N. image, the value of is easily computed as
partitioning framework. The ability to explicitly contretaxis transla-
tional motion is of particular benefit for controlling the field of view, p(u,v) = min {u,v, N, —u, No —v}.
as will be discussed in the next section.

(13)

If n is the unit vector directed from the nearest boundary to image

VI. K EEPING FEATURES IN THE IMAGE PLANE feature point with coordinates (v), thenVU,., = Fn, with F' given

by
In order to keep all feature points inside the viewable portion of the
image plane at all times, we borrow collision avoidance techniques Flu,v) = n (ﬁ(,lv) — ;—0) pZ(LYU) ¢ plu,v) < po (14)
from the robot motion planning community. In particular, we estab- T 0 o plu,v) > po ’

lish a repulsive potential at the boundary of the viewable portion of the
image and incorporate the gradient of this potential into the control law.Since a pure translation in the negativeirection will cause feature
We use the simple potential given by points to move toward the center of the image, the value isfmapped
directly to theT. component of the velocity command by combining
1 1 . J) < . . . . . .
Usep (u,0) = 2\ otw) ~ 2o :op(u,v) < po 12) it with the control given in (11). In a discrete-time system, we observe
P plu,v) > po a chatter phenomenom (where the feature points oscillate in and out of
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Fig. 9. Proposed partitioned IBVS with collision avoidance for pure target rotatioad). (a) Image-plane feature motion (initial locatior jglesired location
is ). (b) Feature error trajectory. (c) Cartesian translation trajectory.

the potential field); we smooth and clip the resultifig yielding the used merely to force a camera retreat and since it will be possible for
discrete-time controller the system to achieve the goal when this retreat is effected (in this case,
we merely approach the performance of the classical IBVS system).
N * Of course, this assumes that no goal feature point locations lie within
To(k) =pTo(k = )+ (L= p)(o” —o = F) (15 e influence of the potential field. A similar use of potential fields is
T. =min {max {T.(k),T.p ;. b Teparc } - (16) given in [16].
Results of the new partitioned IBVS with collision avoidance are
In simulation, we found it advantageous to use asymmetric veloci#own in Fig. 9. The target is larger than before, so that as the camera
clipping where|T. < |T.. .|, that is, the camera can retreatotates the feature points move into the potential field. The parameters
faster than it can approach the target. This reduces the magnitudeisgd were) = 5 x 10° andy = 0.8. It can be seen that as the points are
the “bounces” off the boundaries of the image plane when points firsttated, they move into the potential field and then follow a path parallel
enter the potential field. In practice, this smoothing and clipping mag the edge, where the boundary repulsion and target area components
not need to be explicitly implemented, since any real robot will hawef theT. demand are in equilibrium.
finite bandwidth and velocity capability. For high rotational rates, the chatter phenomenon will occur and at
The use of a potential field raises the issue of local minima in thery high rates the points may pass through the potential field and be-
field, but in our case, these issues do not arise. The potential fieldcmme trappedutsidethe image plane. Rotational rate should properly

max
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be controlled by another loop, and this problem has strong similarities Computation of 3-D Form-Closure Grasps
to that of controlling step size in numerical optimization procedures.

Dan Ding, Yun-Hui Liu, and Shuguo Wang
VIlI. CONCLUSION

In this paper, we have investigated some problems with classicalAbstract—in this paper, we address the problems of computing form-
image-based visual servoing and proposed a new partitioned visual glgsure regions as well as computing optimal fingertip locations yielding

voing scheme that inexpensively overcomes these limitations. We h

n-finger form-closure grasps of three-dimensional (3-D) objects. Given
YI% points of k fingers not in form-closure, we propose a sufficient and

also provided simple geometric insight into the root cause of the undcessary condition for then. — k fingers to achieve an-finger form-clo-

sirable camera retreat phenomenon and the pathological case we lsaxegrasp. Based on the condition, it is demonstrated that the problem
termed IBVS failure. of computing form-closure regions can be formulated as an existence

Other hybrid IBVS schemes have been recently proposed and

lem of a solution for a set of inequalities. A sufficient condition is
proposed to simplify the computation of form-closure regions. As to

! ) . als
based on decoupling camera translational and rotational qegree§é&?rching for optimal fingertip locations, we transform the problem to
freedom. We have proposed a different decoupling and séfagis ro-  a nonlinear programming problem subject to a set of constraints arising
tation and translation using decoupled controllers based on two ea$ipy that sufficient and necessary condition. Furthermore, a performance

computed image features.
All hybrid schemes admit the possibility of points leaving the ima

index is defined by measuring the distance between the center of mass of
the grasped object and the center of the contact points. Finally, we have
g|‘f"hplemented the approach proposed and verified its efficiency by several

plane, as does the approach that we described in Section V. In this pap@herical examples.

we considered this to be a collision avoidance problem and employe

rlindex Terms—Form-closure grasps, multifingered robot hand, nonlinear

potential field techniques to repel the feature points from the imagﬁogramming optimal grasp planning.
boundary.
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